**SB3 Default:**

class stable\_baselines.ppo2.PPO2 (policy, env,

gamma=0.99,

n\_steps=128,

ent\_coef=0.01,

learning\_rate=0.00025,

vf\_coef=0.5,

max\_grad\_norm=0.5,

lam=0.95,

nminibatches=4, noptepochs=4, cliprange=0.2, cliprange\_vf=None, verbose=0, tensorboard\_log=None, \_init\_setup\_model=True, policy\_kwargs=None, full\_tensorboard\_log=False, seed=None, n\_cpu\_tf\_sess=None)

**Hardmaru:**

imesteps\_per\_actorbatch=4096,

clip\_param=0.2,

entcoeff=0.0,

optim\_epochs=10,

optim\_stepsize=3e-4,

optim\_batchsize=64,

gamma=0.99,

lam=0.95,

schedule='linear',

verbose=2

**PPO template:**

![](data:image/png;base64,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)

SB3 default랑 hardmaru 가 다른 hyperparameter만 고려

(def): SB3 default 라는 뜻

n\_steps: 4096, 2048

batch\_size: 64, 128

learning\_rate: lin(0.00025), lin(0.0003), lin(0.0007), 0.00025(def), 0.0003, 0.0007, ,

verbose: 2, 1, 0(def)

ent\_coef: 0.0(def), 0.1

n\_epochs =10 (fixed)

**Standard (hardmaru):**

n\_steps: 4096

batch\_size: 64

learning\_rate: lin(0.00025)

verbose: 2

ent\_coef: 0.0

n\_epochs =10

**진성:**

n\_steps: 4096

batch\_size: 64

learning\_rate: lin(0.00025)

verbose: 2

ent\_coef: 0.0

n\_epochs =10

**n\_steps: 2048**

batch\_size: 64

learning\_rate: lin(0.00025)

verbose: 2

ent\_coef: 0.0

n\_epochs =10

n\_steps: 4096

**batch\_size: 128**

learning\_rate: lin(0.00025)

verbose: 2

ent\_coef: 0.0

n\_epochs =10

n\_steps: 4096

batch\_size: 64

**learning\_rate: lin(0.0003)**

verbose: 2

ent\_coef: 0.0

n\_epochs =10

**정엽:**

n\_steps: 4096

batch\_size: 64

**learning\_rate: lin(0.0007)**

verbose: 2

ent\_coef: 0.0

n\_epochs =10

n\_steps: 4096

batch\_size: 64

**learning\_rate: 0.00025**

verbose: 2

ent\_coef: 0.0

n\_epochs =10

n\_steps: 4096

batch\_size: 64

**learning\_rate: 0.0003**

verbose: 2

ent\_coef: 0.0

n\_epochs =10

n\_steps: 4096

batch\_size: 64

**learning\_rate: 0.0007**

verbose: 2

ent\_coef: 0.0

n\_epochs =10

**이솔:**

n\_steps: 4096

batch\_size: 64

learning\_rate: lin(0.00025)

**verbose: 1**

ent\_coef: 0.0

n\_epochs =10

n\_steps: 4096

batch\_size: 64

learning\_rate: lin(0.00025)

**verbose: 0**

ent\_coef: 0.0

n\_epochs =10

n\_steps: 4096

batch\_size: 64

learning\_rate: lin(0.00025)

verbose: 2

**ent\_coef: 0.1**

n\_epochs =10

Learning rate:

(lin(0.00025)=lin(0.0007)=0.00025)>=lin(0.0003)>0.0007>0.0003

N\_steps:

4096>2048

Batch size:

64>128

Ent\_coef:

0.0>0.1

**추가로 해볼 것**

Gamma: 0.95, 0.99(def), 0.999

Clip range: 0.1, 0.2(def)

Vf\_coef: 0, 0.5(def), 1

gae \_rambda: 0.92, 0.95(def), 0.98

N\_epoch: 5, 10(def), 20

**진성:**

n\_steps: 4096

batch\_size: 64

learning\_rate: lin(0.00025)

verbose: 2

ent\_coef: 0.0

n\_epochs =10

**Gamma: 0.95**

n\_steps: 4096

batch\_size: 64

learning\_rate: lin(0.00025)

verbose: 2

ent\_coef: 0.0

n\_epochs =10

**Gamma: 0.999**

n\_steps: 4096

batch\_size: 64

learning\_rate: lin(0.00025)

verbose: 2

ent\_coef: 0.0

n\_epochs =10

**Clip range: 0.1**

**정엽:**

n\_steps: 4096

batch\_size: 64

learning\_rate: lin(0.00025)

verbose: 2

ent\_coef: 0.0

n\_epochs =10

**Vf\_coef: 0**

n\_steps: 4096

batch\_size: 64

learning\_rate: lin(0.00025)

verbose: 2

ent\_coef: 0.0

n\_epochs =10

**Vf\_coef: 1**

n\_steps: 4096

batch\_size: 64

learning\_rate: lin(0.00025)

verbose: 2

ent\_coef: 0.0

n\_epochs =10

**Gae\_rambda: 0.92**

**이솔:**

n\_steps: 4096

batch\_size: 64

learning\_rate: lin(0.00025)

verbose: 2

ent\_coef: 0.0

n\_epochs =10

**Gae\_rambda: 0.98**

n\_steps: 4096

batch\_size: 64

learning\_rate: lin(0.00025)

verbose: 2

ent\_coef: 0.0

**n\_epochs =5**

n\_steps: 4096

batch\_size: 64

learning\_rate: lin(0.00025)

verbose: 2

ent\_coef: 0.0

**n\_epochs =20**

Learning rate:

(lin(0.00025)=lin(0.0007)=0.00025)>=lin(0.0003)>0.0007>0.0003

N\_steps:

4096>2048

Batch size:

64>128

Ent\_coef:

0.0>0.1

Gamma:

0.99>0.95>0.999

Clip range:

0.2>0.1

N\_epoch:

20>=10>5

Gae\_rambda:

0.95>0.98

Hyperparameter 조합

이솔

n\_steps: 4096

batch\_size: 64

learning\_rate: lin(0.00025)

verbose: 2

ent\_coef: 0.0

n\_epochs =10

정엽

n\_steps: 4096

batch\_size: 64

learning\_rate: lin(0.0007)

verbose: 2

ent\_coef: 0.0

n\_epochs =10

진성

n\_steps: 4096

batch\_size: 64

learning\_rate: lin(0.00025)

verbose: 2

ent\_coef: 0.0

n\_epochs =20

상대 가능한 것:

지금까지 우리가 training 시킨 애들(poorly trained) A2C, PPO

* PPO: js\_trial\_6
* A2C: jowrap\_js\_trial\_1

Random agent

Default ai

Hardmaru1

Hardmaru2

Hardmaru3

훈련방법

학습시킨 애 계속 loading해서 상대바꾸면서 진행

1. SlimeVolleyOpponentEnv class 사용하여 계속 돌리기

5e7\*10

2. poorly -random-default 순서

((Poorly ppo 3e7)+(poorly a2c 3e7)+(random 1e7)

+(default 9e7)+(hardmaru1 3e7)+(hardmaru2 3e7)+(hardmaru3 3e7))\*2